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Sensory maps in the nervous system often connect to each other in a
topographic fashion. This is most strikingly seen in the visual system,
where neighboring neurons in the retina project to neighboring neurons in the
target structure, such as the superior colliculus. This article discusses the
developmental mechanisms that are involved in the formation of topographic
maps, with an emphasis on the role of theoretical models in helping us to
understand these mechanisms. Recent experimental advances in studying
the roles of guidance molecules and patterns of spontaneous activity mean that
there are new challenges to be addressed by theoretical models. Key questions
include understanding what instructional cues are present in the patterns of
spontaneous activity, and how activity and guidance molecules might interact.
Our discussion concludes by comparing development of visual maps with
development of maps in the olfactory system, where the influence of neural
activity seems to differ. [DOI: 10.2976/1.3079539]
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Our brain is organized to process
data and respond to our perception of
the world based on what we sense.
All sensory pathways undergo a period
of development when orderly connec-
tions which transfer information from
the periphery to the central nervous
system form and refine. These orderly
connections can be represented in the
form of a map, with input neurons pro-
jecting to a target area in the brain. The
development of precise maps is espe-
cially interesting to study because
many connections wire correctly be-
fore sensory mechanisms are fully
functioning.

We want to understand the common
themes that underlie map development
and formation of orderly connections
present in the adult nervous system.
This will give us ideas about the self-
organizing principles in the developing
nervous system and their importance
for preserving and continuing map
development when sensory mecha-
nisms become functional. Studying

developmental processes may also
give us insights into how neuronal net-
works might reorganize in response
to injury and, hence, be of clinical
importance.

Figure 1 shows a typical schematic
of a retinotopic map: neighboring neu-
rons in the retina project to neighboring
neurons in a target area, in this case, the
superior colliculus (SC). Preserving
neighboring relationships is important
so that the visual image projected onto
the retina is transferred in an orderly
manner to the SC. If the projection
were not topographic, the spatial repre-
sentation of the image of the cat in Fig.
1 would be scrambled as it reaches the
SC. Such topographic maps are found
in other parts of the visual pathway,
such as from retina to lateral geniculate
nucleus (LGN), or from LGN to visual
cortex, and also in other, but not all,
sensory areas. However, most attention
has been focused on development of vi-
sual maps, which is the key focus of
this article.
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DEVELOPMENT OF RETINOTOPIC MAPS
The traditional view is that map formation is governed by
two differing developmental processes: (a) Marker-based
mechanisms postulate that pre- and postsynaptic neurons are
given labels, and that presynaptic neurons will synapse onto
postsynaptic neurons that have the matching label (Sperry,
1963). Given the large number of presynaptic neurons, hav-
ing a distinct marker for each neuron is infeasible; instead, a
few markers, in the form of receptors and ligands, are used.
The amount of marker varies across a region, thus forming
“molecular gradients.” For example, EphB receptors are
found in low levels in neurons from dorsal retina and in high
levels in ventral retina (Fig. 1). The corresponding ephrin-B
ligands (which bind to the EphB receptors) are also distrib-

uted in an increasing lateral-to-medial gradient across the
surface of the SC. A retinal neuron from ventral retina, with a
high concentration of EphB receptors, will therefore contact
a neuron in the medial SC where there is a high concentration
of ephrin-B ligands. See Fig. 1 for further details on the dis-
tribution of other molecular gradients, and for recent reviews
of these gradients, see McLaughlin and O’Leary (2005);
Flanagan (2006).

(b) Activity-dependent mechanisms suggest that initially
diffuse connections between pre- and postsynaptic neurons
will strengthen if the two neurons tend to fire in synchrony;
otherwise the connection between the two neurons will
weaken (Hebb, 1949). The modern interpretation of this
Hebbian hypothesis is encompassed by theories such as
spike timing-dependent plasticity, as described in the section
“Spike-based or burst-based rules?”

These two styles of mechanisms are sometimes referred
to as activity-independent and activity-dependent mecha-
nisms; however, this naming scheme seems somewhat over-
inclusive as the two include all developmental mechanisms,
since they either require activity or do not require it.

Although we focus here on visual maps, the develop-
mental mechanisms described are quite general and are be-
lieved to govern map formation and refinement in other de-
veloping systems such as spinal cord, hippocampus, and
neuromuscular junction, among others (O’Donovan, 1999).
In Fig. 2 we illustrate the role of the two stages of formation
and refinement of connections: first, marker-based mecha-
nisms establish a coarse topography which is then refined by
activity-dependent cues. Retinal ganglion cells (RGCs)
initially sprout axons which overshoot their appropriate ter-
mination zones (defined by the matching or complementing
of molecular gradients, outlined in Fig. 1) and innervate
multiple target neurons. The target area could be the thala-
mus (which then projects to the cortex) or the SC for mam-
malian vertebrates (optic tectum for nonmammalian verte-
brates). After molecular gradients establish the coarse map
so that RGCs map roughly to their correct retinotopic loca-
tions making multiple connections with their target neurons
[Fig. 2(a)], activity takes the lead and refines these connec-
tions so that each RGC maps to several target cells and
the connections to these few target cells strengthen 50-fold
[Fig. 2(b)] (Chen and Regehr, 2000; Jaubert-Miazza et al.,
2005).

Figure 1. Retinotopic projection of retina onto superior collicu-
lus „SC…. This projection ensures that retinal neurons responding to
neighboring parts of the visual world project to neighboring neurons
in the SC. This map is established by molecular gradients: Ephs and
ephrins. For example, the level of EphA5 receptor in a retinal neuron
depends on whether it is located in nasal !N; low level" or temporal
!T; high level" retina. The corresponding ephrin-A5 ligand is also
differentially expressed: high in caudal !C" SC and low in rostral !R"
SC. In this pathway, a retinal neuron with high levels of EphA5 pref-
erentially targets a region of SC with low ephrin-A5 and vice-versa.
The dorsoventral !D-V" axis of the retina maps onto the lateromedial
!L-M" axis of the SC using the graded distribution of EphBs and
ephrin-B1, but in this case, retinal neurons with a high level of EphB
map onto the region of the SC with corresponding high level of
ephrin-B1. Note also the presence of an EphA3/A7 gradient in the
SC opposite to the ephrin-A gradients, which suppresses branching.
Figure adapted from Luo !2006".

Figure 2. Development of connectivity between retina and LGN.
!A" Initially retinal axons innervate many target neurons with weak
connections. !B" During development, connections from a subset of
neighboring retinal neurons are enhanced, whilst the remaining con-
nections from other retinal neurons weaken, or disappear entirely.
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The contribution of theoretical modeling
to understanding map formation
Computational modeling has been instructive in under-
standing the development of topographic mappings (see
Swindale, 1996; Goodhill, 2007, for reviews). Most compu-
tational modeling work is based upon the pioneering work of
Willshaw and von der Malsburg in the 1970s, where in two
key papers they separately considered the role of neural ac-
tivity (Willshaw and von der Malsburg, 1976) and markers
(Willshaw and von der Malsburg, 1979) for the establish-
ment of retinotopic maps. In these papers, the two models
were able to generate retinotopic maps, but with slightly dif-
ferent mechanisms and implications. Computer models are
useful for evaluating scientific hypotheses as they require an
explicit description of the mechanisms being investigated.
As it is rare that all the biological details are known, certain
assumptions have to be made (and explicitly defined) within
the models, which can also help further our understanding of
the biological system.

Molecular gradients
Before the discovery of the Eph/ephrin gradients (Cheng
et al., 1995), the marker induction model (Willshaw and von
der Malsburg, 1979) assumed that there were a small number
of presynaptic markers that diffused from different retinal lo-
cations. Therefore each retinal neuron was assumed to have a
certain amount of each marker inversely proportional to the
distance of that neuron to the source of the marker. The com-
bination of concentrations of each marker was, thus, unique
to each retinal neuron. By contrast, postsynaptic neurons
were not given markers initially; a key feature of this model
was to propose that markers could be induced by the presyn-
aptic neurons into the postsynaptic neurons. In a recent revi-
sion to this marker induction model, the model assumes that
presynaptic labels are distributed similarly to those of the
Eph gradients (Willshaw, 2006). An advantage of the marker
induction hypothesis is that the postsynaptic gradients auto-
matically adapt to postnatal growth of the target structures,
although induction of markers has yet to be experimentally
observed.

The changing nature of spontaneous activity
Another mechanism by which a postsynaptic neuron might
identify whether two presynaptic neurons are neighbors is by
examining their activity patterns; Lettvin, cited by Chung
(1974), suggested that the firing activity of neighboring reti-
nal axons is likely to be correlated. This suggestion that cor-
related presynaptic firing patterns could indicate neighbor
relations was initially tested by the neural activity model
(Willshaw and von der Malsburg, 1976).

At the time the neural activity model was published, there
was no direct evidence for correlated activity of retinal neu-
rons when these maps develop. However, a potential concern
was that the maps develop before the retina is visually re-

sponsive. Around ten years later, Shatz and Stryker (1988)
showed that neural activity was required for refinement of the
retinogeniculate pathway at a time before vision was pos-
sible. If the retina was not able to generate visually-mediated
neural activity, then where was the activity coming from?
Shortly afterwards, it was discovered that retinal ganglion
cells are spontaneously active (Galli and Maffei, 1988) and
that neighboring neurons have correlated activity (Maffei
and Galli-Resta, 1990). Multi-electrode array recordings of
this spontaneous activity revealed “waves” of activity
spreading across the cat and ferret retina (Meister et al.,
1991) (Fig. 3). These retinal waves provide the type of short-
range correlated activity among neighboring retinal ganglion
cells that was postulated by Willshaw and von der Malsburg
(1976).

Since the initial discovery of retinal waves, they have
subsequently been observed in a wide range of species. The
mechanisms underlying their generation have been studied
in detail, first by pharmacological means, and more recently
using various mutants (Firth et al., 2005). Most recent work
has been undertaken in mouse retina due to the genetic tech-
niques available and, although developmental times will
vary, the key properties of mouse retinal waves are thought to
also exist in different species.

Retinal waves in mice are present from birth to around
postnatal day 15–21 (P15–P21; Demas et al., 2003). During
this period, the patterns and mechanisms underlying their
generation seem to change quite rapidly. In the first week, the
neurotransmitter acetylcholine (released by starburst ama-
crines in the retina) plays a key role in generation of sponta-
neous activity. However, in the second postnatal week, the
waves become mediated mostly by glutamatergic connec-
tions. The source of the glutamate is as yet unknown, al-
though it could be either bipolar cell terminals or axon col-
laterals from other retinal ganglion cells. Further, during the
second postnatal week (peaking at P12), on- and off-center
RGCs generate different firing patterns (Kerschensteiner and
Wong, 2008). This changing nature of activity may help the
stepwise refinement of neural connections in the LGN, as has
been shown in the ferret. Early in development, ferret LGN
neurons receive inputs from both on- and off-center RGCs;
the emergence of differences between spontaneous firing
patterns of on- and off-center RGCs matches the develop-
mental period during which LGN neurons become purely
on- or off-center responsive (Lee et al., 2002).

Knowledge of the mechanisms generating the activity
is important, as this then allows us to perturb the circuit
in some fashion, and see if or how the changes in activity
cause changes in development of connections. For example,
increasing the frequency of retinal waves in one eye resulted
in that eye solely innervating more of the target structure
(Stellwagen and Shatz, 2002). A key concern, however, with
experiments that evaluate the roles of activity by manipulat-
ing the level of activity is that it is unclear whether the pat-
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terns of activity are important or if activity simply needs
to be present (Crair, 1999). A recent mutant knockout mouse,
the !2 mutant, has been useful in this regard, since the retina
is still spontaneously active but cholinergic-mediated waves
are absent. In the !2 mutant, retinotopy is perturbed,
suggesting that correlated patterns of activity are required
for correct map formation (McLaughlin et al., 2003; Grubb
et al., 2003). (See the section “Instructional cues present in
spontaneous activity” for counter arguments regarding the
!2 mutant.)

Spontaneous neural activity in development is not re-
stricted to the visual system; it is found in many other sys-
tems, including hippocampus and spinal cord (O’Donovan,
1999), as well as in cultures of cortical neurons (Maeda
et al., 1995). Furthermore, rather than being implicated
only in the development of neural connections, its role in de-
velopment is quite varied, influencing many different aspects
of neural development via the regulation of intracellular
calcium (see Moody and Bosma, 2005, for review). For ex-
ample, diverse developmental events in cortex such as neu-
ronal migration, neuronal survival, and dendritic arboriza-
tion are all thought to rely on calcium influx, mediated by
spontaneous neuronal activity (Moody and Bosma, 2005).

THEORETICAL PRINCIPLES UNDERLYING MAP
FORMATION DRIVEN BY SPONTANEOUS ACTIVITY
In this section, we list some of the principles that are embod-
ied in computational models of map formation. We have fo-
cused here on the traditional view that molecular gradients
set up a coarse map which activity-dependent mechanisms
then refine; see Goodhil and Xu (2005) for a recent review of
gradient-based models. This limitation to one style of
mechanism was chosen for simplicity; as noted in the section
“Future Directions,” both activity and molecular gradients
may work together in interesting ways to form retinotopic
maps.

We first introduce a typical mathematical architecture
and conventions, so that terms and equations can be provided
alongside the relevant principles. We assume that we are
modeling a one-dimensional strip of presynaptic retinal neu-
rons projecting onto a one-dimensional arrangement of
postsynaptic tectal neurons (Fig. 4). The simplification of
studying just one-dimensional projections is for convenience
(e.g., so that the synaptic connections between retina and tec-
tum can be shown as a matrix, as in Fig. 5), and most models
in practice simulate two-dimensional retinas and tecta. The
strength of connection between retinal neuron r and tectal

Figure 3. Dynamics of retinal waves. Data shown here is taken
from a P11 mouse retina !Demas et al., 2003". !A" Mean firing rate
activity, averaged across the multi-electrode array. Periodic eleva-
tions in firing rates are surrounded by periods of quiescence. !B"
Visualization of the activity patterns during one wave. Each elec-
trode is represented by one dot, and the size of the dot is propor-
tional to the firing rate during that 0.5 second interval. Separation
between neighboring electrodes is 100 "m. !C" Estimation of corre-
lation between pairs of neurons. Neighboring neurons are more cor-
related than pairs of neurons that are further apart on the retina. The
correlation index is a measure of the degree of correlation between
a pair of spike trains !using a time window of ±50 ms". Uncorrelated
pairs of neurons will have a correlation index around one, whereas
the more correlated the pair of neurons, the higher the index !Wong
et al., 1993".

Figure 4. Example of one-dimensional layout used in modeling
retinotopic maps. The synapses from all retinal neurons to just
one tectal neuron are shown here for simplicity; in most theoretical
frameworks, synapses exist between all presynaptic and all post-
synaptic neurons.
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neuron c is given by wrc. The firing rate at any time of the rth
retinal neuron and cth tectal neuron is given by xr and yc,
respectively.

How does a postsynaptic neuron decide which inputs to
strengthen, and which to weaken?

1. Neighboring presynaptic neurons fire in synchrony. Two
neighboring retinal neurons [e.g., within 50–200 µm of
each other; see Fig. 3(c)] are likely to fire together and
thus be more correlated than two retinal neurons that are
further apart (more than 200–300 µm apart). Hence, the
correlation in firing of two retinal neurons, xi and xj, is
inversely correlated with the distance separating neu-
rons i and j [see Fig. 3(c)].

2. Inferring postsynaptic activity. In mathematical models,
the firing rate of a postsynaptic neuron is often assumed
to be of the form

yj = f!"
i=1

R

wijxi# ,

where the function f$ · % is usually a sigmoidal-like func-
tion to ensure that the firing rate of a tectal neuron does
not exceed some upper bound. More realistic models are
typically based on the integrate-and-fire formalism.

3. Cells that fire together wire together (Hebb, 1949).
Given some predefined presynaptic activity and using
the above rule to estimate the postsynaptic activity,
Hebbian-based rules can be used to modify connection
strengths. A key limitation of the original Hebbian hy-
pothesis is that it specifies only how connections should
increase in strength; in this case, all connections would
grow over time. A more thorough formulation for speci-
fying how weights should change might be a covariance-
based rule (Sejnowski, 1977)

#wij = $$xi − %%$yj − !% ,

where % and ! are thresholds for presynaptic and
postsynaptic activity, and $ is a small constant to ensure
that connections change slowly with respect to neuronal
firing during development. As long as both presynaptic
and postsynaptic neurons are above threshold, the con-
nection increases; else if one neuron is above threshold
and the other below threshold, the presynaptic and
postsynaptic neurons are firing asynchronously and so
the connection weakens. A drawback of this rule is that
when pre- and postsynaptic activity are both below
threshold, connections will grow; this can be prevented,
for example, by allowing ! to change during develop-
ment according to the recent activity of the postsynaptic
neuron (Bienenstock et al., 1982).

The value of ! is often set such that several presyn-
aptic neurons need to be coactive for yj to exceed thresh-
old. Since neighboring presynaptic neurons are likely to
be coactive, together they can generate sufficient activ-
ity to make a postsynaptic neuron fire, and, hence, the
postsynaptic neuron increases the strength to all of the
neighboring active presynaptic neurons. Rules such as
this are termed rate-based as neural activity is summa-
rized by firing rates; more recently, modification rules
based on timing of individual action potentials have
been proposed, as described in the section, “Spike-based
or burst-based rules?”

4. Neighboring postsynaptic neurons should develop simi-
lar connections. With the above rules, each postsynaptic
neuron acts independently of each other. Yet, to produce
a retinotopic map, the receptive fields of neighboring
postsynaptic neurons should be similar. This is achieved
by coupling the postsynaptic neurons in some manner.
For example, the activity of two neighboring postsynap-

Figure 5. Typical synaptic weight matrices representing one-dimensional mappings during development. !Maps are illustrative, rather
than the output from computer simulations." Each synapse is represented by a square, with the area of the square proportional to the strength
of the synapse. !A" Typical initial conditions, where synapses are initialized to have small values chosen at random. To ensure that temporal
retina avoids connecting to caudal tectum and that nasal retina avoids rostral tectum, synapses in these regions are reduced. This creates a
bias along the diagonal of the matrix, and represents the rough ordering that might be imposed by molecular gradients. !B" Typical synaptic
profile after synapses have been modified according to the Hebbian principles. Note that each tectal neuron receives inputs predominantly
from a few neighboring retinal neurons, and that neighboring tectal neurons respond to similar parts of the retina. Together with the initial bias
in connectivity, this creates a globally ordered map. !C" A typical map that might develop if no bias is provided in the initial synapses. Although
each tectal neuron receives inputs from a few neighboring neurons, neighboring tectal neurons do not always respond to neighboring parts
of visual space, resulting in a map with only local order.
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tic neurons, yj and yj+1, could be coupled by introducing
fixed excitatory lateral connections between neighbor-
ing neurons (Willshaw and von der Malsburg, 1976).

5. Constraints on synaptic growth. Even if the weight ad-
aptation rule can specify decrements to connections,
connections can often grow arbitrarily large unless oth-
erwise constrained. Such constraints are imposed by
normalization terms, e.g., ensuring that for each
postsynaptic neuron j, "i=1

R wij=K, where K is some con-
stant. Such normalization terms are often required for
computational reasons rather than explicitly to model
particular biological behavior, although it seems intui-
tive that individual connections are presumably con-
strained from growing too large.

Starting from an initial set of random connection
strengths with a slight bias [Fig. 5(a)], the above steps
are run repeatedly until the model converges upon a set
of mature connection strengths [Fig. 5(b)]. To obtain a
global ordering, the initial connection strengths need to
biased [as in Fig. 5(a)] so that, e.g., nasal retina neurons
preferentially connect to caudal tectal neurons. By con-
trast, without any bias in the initial connection strengths,
although neighboring postsynaptic neurons respond to
neighboring presynaptic neurons, there is no global or-
der [Fig. 5(c)].

FUTURE DIRECTIONS
In this section we outline several open questions of interest,
some of which may be amenable by further theoretical study.

Instructional cues present in spontaneous activity
Although computational models have previously been built
to study how correlated neural activity might influence map
formation, they can often be criticized for making highly-
simplifying assumptions regarding the correlational struc-
ture in the input activity (Wilshaw and von der Malsburg,
1976; Eglen, 1999). One key exception to this, however, is
the modeling of segregation of on- and off-center RGCs in
ferrets, where it has been possible to use experimental re-
cordings of spontaneous activity as the input to the model
(Lee et al., 2002). Experimental data collected over the last
decade consistently show that the nature of the spontaneous
activity changes in development, from early cholinergic-
mediated patterns to late glutamatergic-mediated patterns
(Sernagor et al., 2000; Torborg and Feller, 2005). However,
it is still unclear whether the changes in retinal wave patterns
(e.g., switching from cholinergic to glutamatergic activity)
convey instructional information relevant to different aspects
of retinotopic map formation. Such a question could be
investigated theoretically by varying the structure of retinal
wave patterns generated in computational models (Feller
et al., 1997; Godfrey and Swindale, 2007).

Furthermore, until relatively recently, it was claimed that
the !2 mouse was an ideal mutant to investigate the effects of

disrupted correlated neural activity, as this mutant was re-
ported to exhibit spontaneous, but uncorrelated, activity in
developing retina (McLaughin et al., 2003). These results
have now been called into question by recent re-analysis of
spontaneous activity in the !2 mutants (Sun et al., 2008).
Instead of finding uncorrelated activity, this study reported
that neighboring neurons were highly correlated during de-
velopment, even over longer distances than reported for wild
type. Increasing the distance over which RGCs are correlated
would presumably lead to topographic errors being made
during development, but it is unclear whether this could ac-
count for earlier findings on how retinotopic maps are per-
turbed in !2 mutants (McLaughlin et al., 2003; Grubb et al.,
2003). The recent detailed models of retinal wave activity
would be useful to help investigate this question.

Spike-based or burst-based rules?
Further to the question of what information is contained in
spontaneous activity, as well as considering issues such as
spatial correlations, it is also important to consider the tem-
poral precision of neural activity. This question was first ad-
dressed by using information-theoretic approaches (Butts
and Rokhsar, 2001) suggesting that information content was
mostly preserved when using broad time scales (on the order
of seconds, rather than milliseconds). This led to the pro-
posal that information was transmitted at the level of bursts
of action potentials, rather than individual action potentials
(Butts and Rokhsar, 2001; Butts et al., 2007). To use this in-
formation, burst time-dependent plasticity (BTDP) has been
proposed, based upon recordings in developing retinogenicu-
late pathway, mirroring that of spike time-dependent plastic-
ity (STDP) (Butts et al., 2007). These two styles of rule are
compared in Fig. 6.

STDP rules have been proposed to account for experi-
mental work showing that long-term synaptic modification is
based upon the relative timing of individual pre- and
postsynaptic action potentials (Zhang et al., 1998). The exact
nature (shape and temporal width) of the STDP curves has
varied in different experimental preparations (Feldman,
2000), but the underlying theory is broadly similar. If a pre-
synaptic neuron fires shortly (e.g., about 20 ms) before a
postsynaptic neuron, the synapse connecting the two neurons
is potentiated. By contrast, if the postsynaptic neuron fires
first, then the presynaptic neuron could not have contributed
to the postsynaptic firing and, hence, the synapse is de-
pressed. Naive interpretations of the STDP rules suggest that
each presynaptic and postsynaptic pair of action potentials is
treated separately, although there is accumulating evidence
against this assumption of independence (Froemke and Dan,
2002; Wang et al., 2005). By contrast, the BTDP rule pro-
poses that the relative timing of bursts of action potential is
the relevant variable controlling potentiation or depression.
In addition to the longer temporal scales, the BTDP rule is
symmetric, so that it is not important whether the presynaptic
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or postsynaptic burst occurred first, but whether the two
bursts overlap in time or not (Butts et al., 2007). It is an open
question as to whether STDP or BTDP is more relevant for
the formation of retinotopic maps. By again using detailed
models of retinal wave activity, theoretical models should be
able to compare the implications of STDP and BTDP for re-
tinotopic map formation.

Nature of molecular gradients
Most theoretical models of map formation involving mo-
lecular gradients assume that the gradients have already been
established. Key questions still to be addressed include how
are the gradients established, and how do they change over
time, e.g., in response to continual growth? The marker in-
duction model (Willshaw, 2006), for instance, proposes that
presynaptic markers drive the expression of corresponding
markers in postsynaptic tissue, but this awaits experimental
validation.

A different question concerns the interaction of various
multiple gradients (e.g., EphA7 and ephrin-A gradients in
the tectum) to help map formation. Here we have described
topographic mapping in terms of labeling along two axes of
orthogonal molecular gradients. This is indeed the case for
animals with lateral positioning of the eyes (such as mice;
Fig. 1) where each retina projects contralaterally to the tar-
get, but is not the case for binocular species. As Sperry sug-
gested, in binocular species the nasotemporal retinal axis
should not express a uniform but a central-to-peripheral gra-
dient, such that the temporal projection of one eye and the
nasal projection of the other eye will map to the same target
position (Sperry, 1963). Lambot et al. (2005) reported such

expression patterns of ephrins and Ephs in developing hu-
man retina, confirming Sperry’s proposal. This finding em-
phasizes that, although the mouse is a good model system, it
is clearly not sufficient for explaining human development.

Linking molecular gradients and neural activity
Despite the hypothesis that activity and molecular cues act as
two independent mechanisms to drive precise map forma-
tion, recently experiments were performed with altered
ephrin/Eph expression patterns and disrupted activity. This
work identifies the more general interaction between activity
and molecular cues and the implications it has for normal
functional properties.

Pfeiffenberger et al. (2005a) focused on abnormalities
in eye-specific segregation in triple knockout mice lacking
ephrin-A2/A3/A5 in combination with pharmacologically
blocked correlated retinal activity. Triple knockout mice
with normal activity exhibited severe defects in the location
of the eye-specific layers in the LGN but segregation still
occurred. However, blocking activity in addition affected
wave structure and prevented eye-specific segregation as in
animals with normal ephrin expression (Huberman et al.,
2002; Rossi et al., 2001). A similar pattern was observed by
Pfeiffenberger et al. (2005b) who analyzed abnormalities in
retinogeniculate and retinocollicular mapping in combined
ephrin-A2/A3/A5 and !2 mutants. These studies suggest an
independent action of molecular cues and activity in map
formation where ephrin/Eph gradients are required for estab-
lishing the coarse map topography and activity is needed to
refine axonal arbors.

As a result of these experiments, most research has fo-
cused on analyzing the role of molecular guidance cues and
activity as two separate mechanisms operating indepen-
dently of each other and sequentially to establish precise re-
tinotopic maps. New experiments show that two mechanisms
are likely to be closely interlinked, with each regulating the
expression of the other. Electrical stimulation of Xenopus
spinal neurons affected axon growth patterns initially set up
by attractive and repelling cues (Ming et al., 2001). Hanson
and Landmesser (2004) demonstrated that blocking or slow-
ing down spontaneous neural activity at different stages of
mouse spinal cord development affected accurate axonal po-
sitioning direction. Recently, Nicol et al. (2007) reported that
ephrin-A responses are modulated by spontaneous activity:
ephrin-A5 normally acts as a repellant cue, but when neural
activity was blocked using tetrodotoxin, it lost its repellant
activity. This loss could be rescued by oscillations in cAMP
suggesting that activity regulated ephrin-A expression is me-
diated via a cAMP-dependent pathway (Nicol et al., 2007).
These experimental results suggest that separate modeling of
developmental processes involving molecular gradients and
neural activity can ignore potential key sources of interaction
that generate dynamics important for the formation of retino-
topic maps. Combined models of neural activity and molecu-

Figure 6. Spike time-dependent plasticity „STDP… and burst
time-dependent plasticity „BTDP… rules „Zhang et al., 1998;
Butts et al., 2007…. In each case, a set of presynaptic and postsyn-
aptic spike trains is shown above and the learning rule below. !A" In
STDP, if the presynaptic spike occurs shortly before the postsynap-
tic spike $#t&0%, then the synapse is potentiated. Otherwise, if the
presynaptic occurs shortly after the postsynaptic spike $#t'0%, the
synapse is depressed. !B" By contrast, the BTDP rule is symmetric,
so that as long as the presynaptic and postsynaptic burst occur
within some short time of each other, the synapse is potentiated.
Note also that the rule operates at the level of the start of each burst,
not the time of each individual spike.
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lar gradients are already underway (Tsignkov and Koulakov,
2006), and are going to be more prominent in the coming
years.

Comparison with other sensory systems:
audition and olfaction
The visual system is often described as a model system for
investigating the developmental principles underlying topo-
graphic map formation; how might the principles learned
from the visual system apply to other sensory systems? In the
auditory system, the representation of sound frequency is
often tonotopic, such that neighboring neurons in a target
area respond to similar frequencies. These maps emerge dur-
ing development (Lippe and Rubel, 1985; Pienkowski and
Harrison, 2005) and may rely on similar principles to the de-
veloping visual pathway: both synchronous spontaneous ac-
tivity and Eph/ephrin gradients are present in development
(Lippe, 1994; Cramer, 2005). Compared to the visual sys-
tem, there have been relatively few studies investigating
the role of molecular gradients and neural activity upon
tonotopic map formation. However, a recent study reported
that overexpression of EphA receptors resulted in altered
tonotopic formation in the auditory brainstem of chicks
(Huffman and Cramer, 2007).

Unlike the visual and auditory systems which map sen-
sory information to higher-order processing areas in the
brain topographically, the olfactory system exhibits a re-
markable wiring specificity on a more discrete, single syn-
apse level. Olfactory neurons specify an orderly map not
by their position in the receptor area preserving neighboring
relations, but by the type of receptor they express (Fig. 7).
Each olfactory neuron (ORN) in the olfactory neuro-
epithelium expresses a single olfactory receptor (OR) from
many receptor genes [Buck and Axel (1991), &1,000 in
mammals and &60 in insects]. ORNs expressing the same
OR converge their axons to mirror-image target glomeruli
(one medial and one lateral) in each mammalian olfactory

bulb (or antennal lobe for insects), which serves as a relay
station from the nose towards higher-order processing areas
in the brain (Ressler et al., 1994; Vassar et al., 1994). In the
olfactory bulb (or antennal lobe), second order neurons
known as mitral cells (or projection neurons) project to the
glomeruli where they synapse with ORN axons targeting
these glomeruli. These second order neurons then project
their axons to higher-order olfactory brain centers. A similar-
ity with the relay of visual information from the retina
through the thalamus to the visual cortex, where ORNs ex-
pressing the same OR correspond to neighboring retinal cells
and the olfactory bulb to the thalamus, suggests the need for
pre-processing and spatial segregation of afferent inputs to
ensure accurate representation of sensory information from
the environment to the brain.

While older work suggested that same type ORNs are or-
ganized into to several (4 in mammals) topographically dis-
tinct zones in the olfactory epithelium (Ressler et al., 1993;
Vassar et al., 1993), more recent work has found that glom-
erulus organization along the dorso-ventral axis of the olfac-
tory bulb matches a continuous distribution of ORN position
in the olfactory epithelium following molecular guidance
cues, while the antero-posterior axis is independent of ORN
location (Iwema et al., 2004; Miyamichi et al., 2005). Mul-
tiple molecules set up this topography as in the visual system
[reviewed in Komiyama and Luo (2006)], with ORs being
primary candidates (Mombaerts et al., 1996; Wang et al.,
1988), along with OR-specific adhesion molecules, Kirrels 2
and 3 (Serizawa et al., 2006), and Ephs/ephrins (Cutforth
et al., 2003). Despite the discovery of these guidance mol-
ecules, it is still unknown whether ORNs are autonomous
and induce molecular gradients in the target [as Willshaw
(2006) proposed in the marker-induction model], or if the
olfactory bulb is pre-patterned.

The role of activity in olfactory map development has
only recently been investigated, showing only minor ORN-
glomeruli map defects after disrupting activity (Zheng et al.,
2000; Lin et al., 2000). Additionally, Zou et al. (2004) re-
ported the effects of naris closure postnatally: (1) activity in-
structs glomerular maturation; (2) there exists a critical pe-
riod when activity influences this glomerular maturation the
most [as found in visual system development (Hooks and
Chen, 2006)]; (3) while initially ORNs expressing the same
ORs may project to two or more glomeruli, this number re-
duces to one during development; and (4) similarly, numbers
of ORN axons targeting a single glomerulus reduce during
development, but through a process of cell death rather than
competition. Finally, although disrupting activity resulted in
minor map defects, manipulating expression levels of Kirrels
and ephrins/Ephs led to larger defects (Serizawa et al.,
2006). These first studies suggest that the role of activity
might be quite different in the olfactory system in contrast to
the visual system.

Figure 7. Continuous and discrete maps. In each case, a layer of
presynaptic neurons connects to a layer of postsynaptic neurons.
!A" In the visual map, neighboring retinal neurons project to neigh-
boring patches of the target area, e.g., LGN. !B" In the olfactory
map, input neurons expressing the same olfactory receptor are ran-
domly dispersed throughout the olfactory epithelium. Hence, in this
case, neighboring olfactory bulb neurons do not respond to neigh-
boring parts of the olfactory epithelium.
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Compared to the visual system, theoretical models of
the development of the olfactory system are in their infancy.
While several types of models have addressed the processing
of information in adult olfactory system (Cleland and
Linster, 2005), no theoretical models have addressed the de-
velopment of connections [although see Gill and Pearce
(2003)]. While similar questions arise as for development of
the visual system, the modeling approaches to olfactory map
formation could be very different, especially with the differ-
ent reliance on neural activity. By studying the mechanisms
for the development of different sensory maps, we hope to
discover the major themes underlying self-organization in
the nervous system.

SUMMARY
In this review we have outlined the key mechanisms thought
to be involved in the formation of topographic maps in
the nervous system, with particular emphasis on activity-
dependent processes. Computational modeling has played an
important role in understanding how such topographic maps
form. There is still much to be discovered, however, as recent
experimental evidence suggests that there may be significant
interactions between mechanisms based on molecular gradi-
ents and activity-dependent processes. We have outlined
some open areas that we think are of interest in this field,
including the issue of whether developmental mechanisms
are similar or vary in different sensory modalities. We hope
that there will be a continuing role for computational models
in the understanding of processes of self-organization in the
nervous system.
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